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ABSTRACT
Emotion detection research has gained significant attention across
different scientific disciplines, including Human-Computer Inter-
action and Ubiquitous Computing. In this work, we provide an
overview of challenges that researchers and designers face when
designing and deploying emotion detection systems. We discuss
these challenges in the context of an online video conferencing tool
we designed to detect emotions from facial expressions. Finally, we
propose ideas on how to better design emotion inference systems
and how to provide visual feedback on emotions.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Empirical studies in HCI;
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1 INTRODUCTION
Emotions are an integral part of human behaviour, and play a
cardinal role in influencing interpersonal relationships [25]. When
engaging in conversations with others, people express their feelings
to each other using different types of cues, such as facial expres-
sions, gestures, voice tone and level, as well as posture. Previous
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work has highlighted that being empathetic, i.e., understanding
emotions and other people’s feelings is an important skill in every-
day life [36]. This has become particularly important during the
COVID-19 pandemic, as we all wear face masks in public spaces
and reading each other’s emotions behind the mask has become
a challenge. In addition, communication has increasingly moved
from face-to-face to online settings.

Prior works have shown that emotions play a vital role in peo-
ple’s perception, decision making, creativity, memory retrieval, and
social interaction [31]. Many HCI and UbiComp researchers have
therefore created a range of technological solutions to detect, ex-
press, model, and communicate emotions to support people in their
daily lives [31]. As a result, the field of Affective Computing has sub-
stantially progressed in the past few decades. Nevertheless, there
still exist challenges that need to be addressed to further improve
Affective Computing research.

In the scope of this paper, we provide an overview of currently
existing challenges in emotion detection systems in terms of de-
tection accuracy, ground truth measurement, reliability of data
collection, and emotion visualisation. We further discuss these ex-
amples in the context of an online video-conferencing tool used in a
case study. Finally, we provide suggestions for future research that
can potentially take Affective Computing and emotion detection
technology to the next level.

2 RELATEDWORK
In a remote setting, there are many factors that negatively affect
accurate inference of the emotions of interlocutors. Based on a
literature analysis and a preliminary case study, we grouped the
challenges of detecting and visualising emotions in remote video
conversations. In the following subsections, we present a literature
overview of the following categories: accuracy of emotion detection,
ground truth, data collection reliability, and emotion visualisation.

2.1 Accuracy of Emotion Detection
Previous work has shown strong evidence of universality when it
comes to facial expressions, as most of them describe specific emo-
tions [49]. For many people, the most common way to read others’
feelings is to observe their facial expressions, gestures and body
language; muscles, lips, mouth, nose, and all other facial mimics in-
dicate how an individual is feeling at a specific time [16]. Detecting
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one’s feelings by analysing their facial expressions has been a grow-
ing area of research. Over the past decade, machine learning has
made emotion extraction from facial expressions significantly more
accessible as many software tools and APIs perform video-based,
automatic emotion inference [55]. Most emotion detection systems
using facial expressions recognise six basic emotions: anger, dis-
gust, fear, happiness, sadness, and surprise [10, 55], and scholars
have successfully used such systems to conduct emotion detection
research [3, 40, 41].

Following the COVID-19 pandemic, majority of social interac-
tions moved to online environments. This makes it particularly
interesting to investigate how emotions are conveyed when people
communicate through video calls. Previous research has found that
in Computer-Mediated Communication (CMC), the body language
cues are not as available to the listeners as opposed to having a
face-to-face conversation [50]. The lost information can also impact
the automatic emotion detection process. For example, a key prob-
lem when detecting facial expressions from a video stream is that
rigid movement of the face and body can reduce the accuracy of
extracting facial features [17]. When a face is not fully visible in the
video stream, which might be due to connection issues or occluded
camera lenses, an optimal emotion detection system should be able
to construct an entire face to be able to more accurately predict
emotions [34].

Most emotion detection software using facial expressions fur-
ther have a range of shortcomings as they are not indifferent to
changes in appearances of people, such as people of different gen-
ders, ethnicities, ages; or simply wearing different accessories such
as glasses, or having facial hair [34].

2.2 Ground Truth Collection
When validating the accuracy of automatic emotion-detection sys-
tems, it is paramount to measure a ground truth for emotions.
Studies have used and compared different manners of collecting
ground truth, including structured and non-structured question-
naires as well as self-assessments [21]. The Positive and Negative
Affect Schedule (PANAS) [52], Self-AssessmentManikin (SAM) [24],
and the photographic affect meter (PAM) are common examples of
methods using self-reports [32]. As opposed to automated emotion
detection systems, which usually detect six basic emotions [10, 55],
subjective methods such as PANAS and PAM cover a wider set of
emotions [21]. Measuring emotions through self-reports, however,
has several limitations, including users not being able to assess
their emotions correctly at all times, or not wanting to share their
emotions truthfully [1].

The majority of previous research on emotion classification re-
lies on surveys for ground truth, which is quite subjective and
hard to fully depend on in a research setting [51]. Self-reports for
emotions outline information about individuals’ internal state, and
are bound to fluctuate significantly depending on the psychologi-
cal context that people are in [26, 27]. These emotional states can
change quickly and, if they do, they are also called short-term emo-
tions [22]. In our case study, we dealt with such momentary data
for asynchronously detecting motions i.e., with a delay, for each
second. We found that measuring the right emotion at the right
time was a consequential challenge. We collected the self-reports

through pop-up questionnaires on users’ screens but the distrac-
tion caused by the participants’ context could have resulted in less
accurate data.

2.3 Data Collection Reliability
As automatically collected emotion data is based directly on the
video stream of participants, each user will be present in a different
environment. Thus, video components, such as ambient light and
video as well as audio quality will differ. This can potentially affect
the reliability of the video, resulting in a lower accuracy when
predicting individuals’ emotions.

2.3.1 Ambient Light. One of the most prominent challenges of
emotion detection is having different illumination conditions, as
facial expressions may appear divergent under varying lighting
conditions [45]. Ambient light has previously been shown to cause
situational impairments in mobile interaction [42]; however, lim-
ited research has been conducted in order to study the effect of
ambient light on the accuracy of detecting emotions from facial
expressions. Tan et al. [46] have studied ways of enhancing face
recognition under difficult lighting conditions, showing that ac-
curately identifying facial features prove to be more challenging
under dark conditions. Not being able to correctly recognise key
facial points can, therefore, result in less reliable prediction of emo-
tions. Moreover, if the luminosity is too high or the brightness is
too low in a video, parts of the user’s face can be unclear or not
visible enough [55]. This constrains the emotion detection software
from producing the most accurate deductions.

2.3.2 Video Stream. In nearly all video conferencing applications,
having technical issues with video collection from time to time
is close to inevitable. Problems range from having a lag between
transmissions due to unstable networks, freezing of video, as well
as users having low resolution cameras. These technical difficul-
ties pose challenges when collecting data from real-time video
streams, where the main prediction of emotion is directly based
on the video [18]. Yang et al. [55], for example, found that when
using several facial emotion detection software, low quality images
produced less accurate results and these tools had a large room for
improvement when it comes to image quality. Additionally, pre-
processing images when detecting emotions is a step of utmost
importance [15]. However pre-processing a real-time video stream
is often not feasible, and this step is therefore not implemented in
most emotion detection softwares.

2.4 Visualising Emotions
How to represent emotions accurately to communicate them to
others has been a scarce research question in Human-Computer
Interaction. Previous studies have used models including sound and
thermal stimuli as well as visual stimuli, such as animated shapes
and colours [4, 30, 39, 44, 53]. Among those different forms of
representations, visual feedback has been shown to induce emotions
as a recognised method [56].

When investigating different methods to provide visual feedback
in order to convey emotions, colour is a highly feasible option due
to its affect on different parts of the human nervous system that are
responsible for emotional arousal [19]. Xin et al. [54] explored the
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influence of culture and background on detecting colour emotions.
Ohene-Djan et al. [29] proposed a visualisation interface called
Real-Time Emotional Spectrum Tool (REST), which enables users
to input a real-time, continuous flow of their predominant emotion
and visualising it through a colour triangle.

Another visualisation method we considered in our work and in
the case study presented is emojis. Emojis can be described as pic-
tographs represented by Unicode characters and have been used as
a way of expressing feelings in online platforms [35], even inducing
emotions through electrical muscle stimulation [6]. Conventional
emojis, however, has become an indispensable component of con-
versations for most people. In a technologically mediated world
with a vast increase in social media use, people are becoming more
used to adding emojis to text messages in order to enhance the
emotions suggested by their sentences [5, 28]. This makes emojis
a good candidate to give feedback on emotions due to their wide
usage and universality. Nonetheless, emojis are prone to ambiguity
as individuals might perceive them in different ways [35]. Robb et
al. [35] used emojis as a tool for giving feedback on emotions and
found them not as successful as image-based feedback.

Representing emotions through visualisations is a challenging
task since emotions are delicate and personal. Thus, it is difficult to
find a way to objectively visualise them as different techniques can
be more effective for different, people making it onerous to have a
standardised and effective visualisation for each emotion. Therefore,
we explored the two above-mentioned methods of visualisation due
to their commonality and ease of understanding.

3 CASE STUDY – WEB APPLICATIONWITH
BUILT-IN EMOTION DETECTION

In online video calls, a special form of CMC, important gestures and
vital body language cues are often obscured [48]. Thus, a substan-
tial challenge for Human-Computer Interaction researchers is to
understand how these cues that are lost over remote conversations
or video calls [48] affect people’s ability to understand each others’
emotions. Basing our research questions on these premises, the
case study presented here explores how to enhance people’s under-
standing of each other’s emotions by providing visual feedback on
their interlocutor’s emotions.

3.1 System Overview
In this case study, we built a website for peer-to-peer video confer-
encing with built-in emotion detection. The inference of emotions
is based on users’ facial expressions. The tool continuously analy-
ses and detects the emotions of two people conversing with each
other using the video streams. It produces a real-time feedback loop
where each participant is constantly provided with information
about their partner’s emotions. To achieve this, we implemented
three major parts which constitute our system:

• An extendable video conferencing application
• An emotion detection component using face recognition
• The visualisation of detected emotions and creation of a
real-time feedback loop between users

With the increasing use of video chatting applications, such
as Zoom and Skype, we aimed to create a similar function with

built-in emotion detection from facial expressions. Since the above-
mentioned applications are not open-source, we developed a web-
site where users could connect via their browser. We used WebRTC
to establish peer-to-peer communication between browsers, which
is compatible with the most common browsers, such as Chrome
and Firefox. Another key factor we considered when choosing a
deployment platform was the ability to add an emotion detection
API to the video conferencing tool. WebRTC allowed us to use
MediaStream and RTCPeerConnection interfaces [8] to establish a
connection between multiple browsers, and transfer video streams.

3.1.1 RTCPeerConnection. The RTCPeerConnection makes up the
central part of our web application. It creates a peer-to-peer con-
nection between multiple browsers. When two clients join the
same room the server uses web sockets to relay the video stream
between participants [13]. Clients exchange messages using the
Session Description Protocol (SDP) [20].

Once client A receives an answer from client B, they exchange
and access each other’s public IP addresses to establish the connec-
tion. We use the Network Address Translation (NAT) [9], which
is widely used and allows direct communication between clients.
WebRTC uses Session Traversal of User Datagram Protocol [33]
through NAT to query the public IP addresses from a Session Tra-
versal Utilities for NAT (STUN) server [7, 37].

3.1.2 MediaStream & Face and Emotions Detection. Our system
uses the MediaStream API for managing the synchronized video
and audio streams. The website we built obtains the MediaStream
object and receives the local stream from the users’ web camera,
which it uses to run the emotion detection software. For that we
used face-api.js, a JavaScript module that performs face landmark
detection and emotion assessment. The module offers a package
named 68 Point Face Landmark Detection Models, which maps
the facial structure by detecting 68 facial landmarks [2], a com-
mon facial point detection technique [38]. The face-api.js module
detects the facial landmarks and returns 7 values per second asyn-
chronously. For each of the six basic emotions (anger, disgust, fear,
happiness, sadness and surprise) as well as a neutral state, the al-
gorithm calculates a probability. The emotion with the greatest
probability is used as the basis for the visual feedback. Although
face-api.js’s accuracy has not been thoroughly validated, we deter-
mined that its accuracy would be sufficient for the purposes of our
case study.

3.2 Procedure
We conducted a pilot study, primarily to investigate how people
respond to different visualisation techniques for embodying emo-
tions, and to find out how these visualisations and a real-time
feedback loop between two interlocutors would impact their ability
to identify their partner’s emotions.

We, therefore, recruited 12 participants (4 women, 8 men, with
an average age of M = 23.42, σ = 2.56) through a local student
association at the University of Melbourne. We obtained ethics
approval from the university’s ethics board.

The experiment took place over a Zoom call. The first step of
the procedure was the briefing, where we asked participants to
sign a consent form, which allowed us to collect their emotional
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data. The second step involved getting the participants to fill in
a preliminary survey, through which we collected demographic
information; namely age, gender, profession and native language.
We also collected data regarding how empathetic the participants
would consider themselves, asking them how expressive they are
and how they would rate their skills of inferring other people’s
feelings. For the ground truth, we relied on self-reports. As a base-
line measurement of the participants’ feelings before and after the
experiment, we asked them to fill in the Positive and Negative Af-
fect Schedule (PANAS) [52], and calculated their scores in order to
compare them to the results after the experiment.

Before initiating a conversation among the two participants,
we asked them to introduce themselves to each other. After the
introduction, participants navigated to the website where the ex-
periment would be carried out. We notified the participants that a
questionnaire with 2 questions would pop up once every 3 minutes
throughout their conversation. This questionnaire would touch
base on the participants’ emotions by asking how they are feeling
and what they think the other participant is feeling.

To initiate the conversation between participants, we provided
them with general topics to talk about. Since we aimed to collect
data from an ongoing discussion, possibly a heated conversation
which will lead to a rapid change of emotions to be able to study
the relevance of participants’ emotional change, we chose both
controversial and personal topics. We selected questions that are
common enough for participants from different backgrounds to dis-
cuss and controversial enough to allow a different range of opinions
among participants. We asked these questions as we were further
interested to see how people performed in correctly recognizing
each other’s emotions.

The web application presented two links for selection: one op-
tion provided feedback to the user in colours and another option
provided emotion feedback using emojis. These two feedback tech-
niques were the independent variables in our experiment. Using a
within-subjects study design we counterbalanced the order of pre-
sentation. Some experiments started the discussion with colour for
the feedback, and others started the initial discussion with emoji. To
help users better understand the meaning of each colour and emoji,
we provided an instruction diagram at the bottom of the screen in
our tool. This instruction was given in an array of images, where
each colour and emoji was matched to its corresponding emotion.
This chart is illustrated in Figure 1. We installed the instructive
scale on the website to help users easily understand the feedback.

Figure 1: Colour and emoji mapping scale

Figure 2 presents a screenshot of our application depicting the
view of the user on the left-hand side (User L). The screenshots,
including Figure 2 and Figure 3 demonstrate the system, but not
the actual study participants. For the demonstration purposes, two
authors of the paper were able to connect to each other through
the system, where one author (User L) was in Istanbul, Turkey, and
the other author, on the right-hand side (User R) was in Melbourne,
Australia. The screenshot shows a snippet from using the emoji to
provide feedback on user emotions. It can be seen from Figure 2
that the emoji on the bottom left corner clearly identified User R’s
emotion –‘disgusted’ through his facial expression.

Figure 2: Two users conversing with the emoji feedback pro-
vided

Figure 3 on the other hand shows a glimpse of our system where
colour is used to convey feedback on the users’ emotions. The
screenshot was taken by User L, and it can be clearly seen that
the background colour is yellow, indicating that User R’s ‘happy’
emotion was identified from his facial expression.

Figure 3: Two users conversingwith the colour feedback pro-
vided

3.3 Results
From 12 participants, we collected 153,876 data points in total.
153,567 of these data points consisted of the emotion records de-
tected through face-api.js, and 309 data points were emotion records
obtained from the questionnaires. We removed 13,335 of these data
points due to one of the participants not consenting to allow their
data to be used for the purposes of the study and due to a failed data

233



Challenges of Emotion Detection Using Facial Expressions and Emotion Visualisation in Remote CommunicationUbiComp-ISWC ’21 Adjunct, September 21–26, 2021, Virtual, USA

download in case of another participant. This resulted in 140,541
viable data points for analysis.

We found that, when participants received feedback on the other
person’s feelings through colour, they were able to correctly iden-
tify the other’s feelings 67.6% of the time. In contrast, when they
received the feedback in terms of emoji, they were able to correctly
identify the other’s feelings 66.7% of the time.

To see if the visualisation method variable and participants’ level
of accuracy in identifying others’ emotions were independent of
each other, we ran chi-square tests. The results did not reveal a
significant main effect of the method of visualisation on partici-
pants’ accuracy level of correctly identifying their partner’s feelings
(F (1, 74) = 0.576,p > 0.05) .

We found that the automatic emotion recognition predicted the
correct emotion of participants 54.1% of the time. However, we also
found that among all the wrong predictions, 73.5% of them was due
to the system predicting ‘neutral’ instead of the participants’ real
emotion, resulting in a lower accuracy.

4 DISCUSSION
Based on our experience of implementing the system we faced
the following challenges: Firstly, the API we used for detecting
participants’ emotions from facial expressions did not have per-
fect accuracy, resulting in discrepancies between people’s actual
emotions (gathered from self-reports) and automatically detected
emotions. Two participants reported that they observed that the
emotion displayed would not match what they thought it was sup-
posed to be, which brings out the question of accuracy. As discussed
above, this can also be due to the fact that the emotional state of an
individual cannot be solely determined from their facial expressions
[12].

Another difficulty we faced while conducting our study was
not being able to collect reliable data from all participants at all
times. Some of the participants would be present in a rather dark
environment, which could have complicated the emotion detection
API to correctly identify their faces and predict their emotions.
Additionally, some of the participants’ videos were highly pixelated
and, thus, not very clear. This could have been due to having web
cameras of varying qualities, as well as network issues reducing the
video quality. We faced connection related problems due to some
participants having unstable networks, which resulted in a lag in
conversations during the experiment. This also affected the natural
flow of the conversation between participants.

Moreover, we found that connection issues could also alter the
collection of ground truth data for emotions. As the conversation
could be hindered due to network issues, this would also affect the
emotional state of the participants. In addition, answering the self-
reports could evoke different emotions in participants; or simply
answering the questionnaire might steer and obstruct the conver-
sation resulting in a change of emotional state of participants. We
noticed that often participants would stop talking and focus on the
self-report questionnaire when it was presented on their screen.
Such examples show reasons why the assessment might not be ac-
curate to detect participants’ emotions and how well they were able
to perceive their partner’s feelings. It also shows that developing

unobtrusive ground truth collection would benefit the experiments
in the foreseeable future.

Another challenge we encountered throughout our study oc-
curred when we were investigating how participants performed in
correctly recognizing their experiment partner’s emotions. In order
to do this, we matched the emotions that participants inferred their
partner was feeling with the detected emotion of their partner and
used this to calculate the accuracy. This might not have represented
the real accuracy rate of a participant correctly identifying their
partner’s feelings, as one would take around a minute to answer the
questionnaire, whereas we were only able to retain the answers on
the moment it was submitted. This allows for a period of time be-
tween receiving the questionnaire and submitting the questionnaire
where both participants’ emotions are subject to change.

Lastly, the emotion visualisation component of our experiment
proved to be challenging, as some participants were confused about
the feedback despite the feedback guides and explanations about
colour and emojis. It was clear from the results that there wasn’t
one specific emotion visualisation technique that worked well with
all participants. In the exit survey, some participants expressed that
they preferred seeing the emojis, while others preferred colours.

An important limitation that should be mentioned in our study is
the lack of baseline measurements. In our experiments, we merely
tested and gathered data when participants were having a conver-
sation while always receiving feedback on the other’s emotions in
some form. We did not include a baseline step in order to collect
data on how well participants were able to recognise each other’s
feelings when there was no feedback provided. Such measurements
could have provided a baseline to be able to compare which visuali-
sation method has performed better in a more reliable way, as well
as assessing the impact on the feedback on participants’ ability to
empathise and understand their partner’s emotions.

5 FUTUREWORK
There is vast room for further research following the baseline out-
lined in this paper. As the world has recently shifted to a life where
wearing masks is essential and most parts of our faces stay hidden
behind the masks, it is notably interesting to investigate how much
information can be read from seeing different parts of people’s
faces. A future study we plan to conduct focuses on this research
question.

We plan to investigate how the ability of people to read others’
emotions in an online conversation leads to being more empathetic,
while several audio visual cues are hidden throughout the conver-
sation. For our following study, we will be implementing a similar
video conferencing application, which covers different parts of
users’ faces while they are partaking in a call. Some parts of partici-
pants’ faces and their conversation partner’s faces will be occluded
by our software at determined time intervals. Audio may also be
interrupted at times. We will again be using self-reports to collect
emotional data for ground truth, through pop-up questionnaires
initiated by the software.

Similar to our previous study, the new system will detect users’
emotions by analysing their facial expressions. Furthermore, we
will also be collecting participants’ physiological data throughout
the conversation, such as blood volume pulse (BVP) and heart rate
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variability (HRV); skin conductance response; and skin tempera-
ture. Feedback on participants’ emotions will still be present as a
part of the experiment, which will be conveyed through several
colour schemes and patterns. We also plan to explore other visu-
alisation methods such as GIFs and animations and/or animated
backgrounds.

We will be giving conversation prompts to participants, where
these prompts will cover both lighter subjects as well as emotionally
charged topics. We hope to start conversations where the variety
and intensity of emotions would be high in order to answer our
next research questions investigating how people can become more
empathetic.

Regarding our study outlined in this paper, we did not use any
evidence-based colour schemes to map emojis to emotions. This
is one of the limitations of our work. Nevertheless, we plan to
enhance this work further by providing a proper mapping of human
emotions to colour scheme in our future study.

As mentioned in the previous section, another notable limitation
of our past study was the lack of baseline measurements. In our
future study that we have outlined, we will also be including a
baseline measurement step in order to see how well participants
are able to understand each other’s feelings prior to being provided
with the emotion feedback while engaging in a conversation.

We would also like to outline general suggestions that need to
be followed when conducting future research on emotion detection.
First of all, it is important to provide longitudinal emotion sens-
ing, as it has been shown in Psychology research that emotions
and affect could be extended from the past affect states [47]. More-
over, it has been shown in literature that human affective states
may be influenced by external environmental factors, e.g., ambi-
ent noise [43], weather and other environmental challenges [14].
Therefore, when designing emotion detection systems, it is crucial
to learn how to integrate contextual information (both internal and
external) in order to build efficient and effective emotion detection
technologies [47].

Furthermore, when designing emotion detecting systems, it is
necessary to investigate and find other modeling standards apart
from humans, as literature has shown that humans are not very
good at distinguishing false emotions from the real ones [11]. More-
over, every individual expresses their emotions in a different way;
hence, it is important to account for personal and individual charac-
teristics when designing emotion detection systems [23]. In other
words, affect detection systems should be able to learn from and
model users’ emotions.

Lastly, it is necessary to understand that emotion sensing should
happen only when it is relevant and appropriate. As Picard [31]
states, there is a time to express and forbear emotions, as well as
there is a time to sense and ignore the feelings of others. While
this balance exists in human life; it is missing in Affective Comput-
ing [31]. Hence, developers and designers of technology should aim
to reach this balance when creating affect detection systems [23, 31].

6 CONCLUSION
In this paper, we provide a detailed outline of the challenges that
might arise when using emotion recognition via facial expressions

in remote communication tools. The main challenges include accu-
racy of emotion detection, ground truth for emotions, reliability of
data collection, and visualising emotions when providing feedback
on emotions. We discuss these challenges in the context of the case
study we conducted at the University of Melbourne. Finally, we
provide suggestions for future emotion detection to bring Affective
Computing to remote communication tools.
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